Preliminary Study on Applying Semi-Supervised Learning to
App Store Analysis

Roger Deocadez
School of Technology
Oxford Brookes University
Oxford OX33 1HX, UK
roger.deocadez@brookes.ac.uk

ABSTRACT

Semi-Supervised Learning (SSL) is a data mining technique
which comes between supervised and unsupervised techniques,
and is useful when a small number of instances in a dataset
are labelled but a lot of unlabelled data is also available. This
is the case with user reviews in application stores such as
the Apple App Store or Google Play, where a vast amount
of reviews are available but classifying them into categories
such as bug related review or feature request is expensive or
at least labor intensive. SSL techniques are well-suited to
this problem as classifying reviews not only takes time and
effort, but may also be unnecessary. In this work, we analyse
SSL techniques to show their viability and their capabilities
in a dataset of reviews collected from the App Store for
both transductive (predicting existing instance labels during
training) and inductive (predicting labels on unseen future
data) performance.
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1 INTRODUCTION

Over the past few years, there has been some interest in
focused theoretical and empirical studies of Semi-Supervised
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Learning (SSL) algorithms to help address the scarcity of
labelled data [10, 16]. The limited amount of labelled data in
many situations has frequently been highlighted. The effort
needed to annotate data can be considerable, needing both
effort and time [5], and sometimes requiring an expert [15].
Fortunately a large quantity of unlabelled data may be avail-
able at a relatively small cost [18]. This is the case with
application stores where a large number of reviews is avail-
able but the classification into categories such as bug related
review needs to be carried out manually. Semi-supervised
learning includes Semi-Supervised Classification (SSC) and
semi-supervised clustering. In this paper, we focus on SSC
in the problem domain of mobile apps reviews classification.
Numerous studies have been conducted into identifying
bugs or issues, features or enhancement requests for mobile
app reviews using classical supervised techniques (e.g. [3, 11,
12]). Here we go further, with the aim of exploring semi-
supervised learning with the following research questions:

e Are semi-supervised learning techniques a suitable
approach for App Store analysis?

e How much data do we need?

e What are the problems faced when applying SSL?

To answer these research questions we conducted an exper-
iment to determine the suitability of SSC techniques as well
as the influence of the ratio of labelled data to unlabelled
using the KEEL tool following the work by Triguero et al [16].

The remainder of the paper is structured as follows: Sec-
tion 2 describes the experimental work carried out including
the dataset, preprocessing, algorithms and evaluation mea-
sures used. Section 3 discusses the results. Section 4 discusses
related work and Section 5 raises threats to validity. Finally,
Section 6 concludes the paper and discusses future work.

2 EXPERIMENTAL WORK

2.1 Dataset

The dataset used was collected from the App Store during
2015. Apps fall into 10 categories (books, education, games,
health, lifestyle, navigation, news, productivity, travel and
utilities). Only the top apps (both paid and free apps) were
included. Overall 40 apps were selected with a total of 932,388
reviews.

We randomly selected 2,757 reviews as our ground-truth
set and manually categorised these reviews into three classes
{bug, request, other} resulting in 543, 360 and 1,854 instances
respectively. Although we collected all metadata available
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Table 1: WEKA StringToWordVector Filter parame-
ters

Parameters Values

Inverse Document Frequency True
(IDF) Transform
Term Frequency (TF) Transform True

Lower case transformation True
Minimum term frequency 5
Stemmer Snowball stemmer

Number of words to keep 200

such version, number of stars and price, in this paper we
only use actual reviews as plain text together with the label
assigned.

2.2 Pre-proccessing

We used WEKA for the text mining pre-processing [19], i.e.,
to convert the strings with the reviews into vectors of words
that classifiers can learn from. Table 1 shows the most impor-
tant parameter specifications for the “StringToWordVector”
filter applied in the Weka tool. We trimmed the attributes
by removing numbers and other symbolic characters leaving
a total of 139 attributes (words representing features).

For the rest of the experimental work, we used the KEEL
framework [2]. The next step before applying the machine
learning algorithms was to create a Stratified k fold partition
for the training and evaluation steps. In particular, we used
the 10-Fold Distribution Optimally Balanced Stratified Cross
Validation option provided by the KEEL data management
tool.

2.3 Parameters and Classifiers

In this work we selected three well-known SSC algorithms: (i)
Self-training [8, 20], (ii) Rasco [17] and (iii) Rel-Rasco [21].

Each of these SSC algorithms was in turn run with well
known base algorithms, (i) kNN [1], (ii) C4.5 [14], (iii) naive
Bayes (NB) and (iv) Support Vector Machines (SVM) with
the Sequential Minimal Optimization (SMO) algorithm [13].

The default configuration parameters for all the methods
used in the KEEL toolkit and in this study are based on
recommended settings [16].

2.4 Evaluation Metrics

We evaluate the performance of our selected methods and
algorithms using accuracy. Accuracy is the number of correct
predictions divided by the total number of predictions. In
future work, we intend to report on other metrics. Although
we do not have extreme imbalance, we should also consider
those metrics that are more robust to such problems.

3 RESULTS AND DISCUSSION

Our experimental dataset consists of 2,757 expert labelled
mobile app reviews with 19.7% classified as bugs, 13.1%
classified as requests and 67.2% as others. We evaluate
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Table 2: Transductive Accuracy Results with Differ-
ent Ratios of Labelled Data

Algorithm 10% 30% 50% 70%

ENN) 0.6584 0.7164 0.7332 0.7428
C4.5) 0.7391 0.7549 0.7764 0.7828
SMO) 0.7882 0.8332 0.8404 0.8473
NB) 0.7514 0.7788 0.7869 0.7813

0.5742 0.6689 0.6801 0.6871

0.7198 0.7541 0.7669 0.7684

0.7788 0.8201 0.8386 0.8421
Rasco (NB) 0.7728 0.7924 0.7935 0.7846
Rel-Rasco (kNN) 0.5672  0.666 0.6976 0.6876
Rel-Rasco (C4.5) 0.7261 0.7572  0.771 0.7711
Rel-Rasco (SMO) 0.7596 0.8121 0.8419 0.8476
Rel-Rasco (NB) 0.7699 0.7855 0.7928 0.7861

Self-Training
Self-Training
Self-Training
Self-Training
Rasco (kNN)
Rasco (C4.5)
Rasco (SMO)

A~~~

Table 3: Inductive Accuracy results with Different
Ratios of Labelled Data

Algorithm 10% 30% 50% 70%

ENN)  0.668 0.7258 0.7468  0.749
C4.5) 0.7356 0.7512 0.7817 0.7824
SMO) 0.7867 0.8328 0.839 0.8441
Self-Training (NB)  0.7516 0.7813 0.7861 0.7745
Rasco (kNN) 0.5621 0.6873 0.7225 0.7272
Rasco (C4.5) 0.724 0.7537 0.7741 0.7791
Rasco (SMO) 0.7809 0.8157 0.8332 0.8426

Self-Training
Self-Training
Self-Training

~ N N~

Rasco (NB) 0.7671 0.7911 0.7879 0.7774
Rel-Rasco (kNN) 0.5748 0.6833 0.7258  0.732
Rel-Rasco (C4.5) 0.7277 0.7458 0.7722 0.7759
Rel-Rasco (SMO) 0.7556 0.8139 0.8332 0.8462
Rel-Rasco (NB) 0.7719 0.7875 0.7886 0.7763

the classification performances of three SSC methods (Self-
Training, Rasco and Rel-Rasco) with four base classifiers
(kNN, C4.5, SMO and NB) and four different training ratios
(10%, 30%, 50% and 70%).

The accuracy of the SSC methods with increased ratios of
labelled data is shown in Figures 1 and 2. It can be observed
there is some increase in performance with the selected al-
gorithms and base learners (kNN, C4.5 and SMO) as the
labelled ratio increases from 10% to 30% but in general per-
formance remains quite stable afterwards. Tables 2 and 3 also
show the values for the transductive and inductive accuracy
values respectively.

The classification performance of the methods Self-Training,
Rasco and Rel-Rasco with the selected classifiers (kNN, C4.5,
SMO and NB) in terms of labelled ratio factor have significant
differences between them (although we have not compared
them statistically here). However we can observe that we do
not need much data to achieve results that are very similar to
the ones obtained with classical supervised techniques. Our
findings show there is a very slight increase in performance
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Transductive Accuracy
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Figure 1: SSC Transductive Accuracy

Inductive Accuracy
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Figure 2: SSC Inductive Accuracy

for the 30% ratio compared to 10% but afterwards the results
remain quite stable.

Although we need to do further experimental work, re-
garding our research questions we can observe that only a
little labelled data is needed to achieve good results for ac-
curacy. Furthermore, there are no large differences between
transductive and inductive performances and as a result we
can classify unseen new reviews with relatively high accuracy
using a small amount of data.
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4 RELATED WORK

Harman et al [6] suggested that mining for technical, customer
and business aspects of the data held in app stores may help
a variety of stakeholders. However, the paper does not use or
suggest the use of machine learning techniques to automate
the analysis.

As mentioned earlier filtering and summarizing reviews is
an important part of app store analysis [9]. Maalej and Nabil
use supervised machine learning to perform the classification
automatically. In order to do this they created a truth set
by labelling 4,400 reviews manually using content analysis.
Clearly this is a large overhead which can largely be avoided
by using semi-supervised learning, as our approach in this
paper shows.

In earlier work we used linguistic rules to find feature re-
quests in app store reviews [7]. We used LDA to perform
topic modelling and categorise the requests, but the extrac-
tion of the feature requests was entirely manual and so would
be difficult to scale.

Topic modeling is also used by Carreno and Winbladh in
their work on finding requirements from users’ comments [3].
The authors use sentiment analysis to categorise the require-
ments but the work differs from ours in that machine learning
is not used to improve the efficiency of the requirements ex-
traction.

Topic modeling is also used by Chen et al [4] in their work
on finding the most useful reviews from a large and evolving
set of reviews. The AR-Miner tool extracts the reviews,
groups them, ranks them and then presents the results. The
AR-tool does not use machine learning.

Pagano and Maalej performed review analysis with over
a million reviews from the Apple App Store [11]. The tech-
niques employed included manual content analysis and sta-
tistical analysis but machine learning techniques were not
used. The paper acknowledges that reviews often contain
many different topics.

Panichella et al [12] propose the use of review analysis to
facilitate software evolution. Their techniques include using
NLP, textual analysis and sentiment analysis to automatically
classify app reviews. The authors use a number of different
machine learning algorithms to help perform the classification
of the reviews. The truth set was created manually following
some pre-processing. The reported results of using sentiment
and intention analysis (with the metrics precision, recall and
F-measure) are all very encouraging. The authors used 20%
of the truth set for training and the remaining 80% of the
truth set as the test set.

5 THREATS TO VALIDITY

Here we consider three types of threats to validity: internal,
external and construct.

When considering internal validity we must consider whether
the treatment caused the outcome or whether it happened
by chance or for some other reason. An obvious problem and
threat to internal validity occurs because of the act of manu-
ally categorizing the truth set. However, we used a simple
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classification scheme (defect, feature or other) and one of the
authors checked the classifications that were performed by a
different author before we began our work.

When considering ezternal validity we must consider whether
the results can be generalised outside the scope of the study.
We are relatively confident about the generalisability of our
results because of the large number of reviews (932,388) and
our relatively large truth set (2,757 reviews). We believe our
results are fairly applicable to the Apple App Store because
of this quite large random sample. However our results may
not generalise to other app stores, particularly those with dif-
ferent quality assurance standards. In addition, we have only
considered reviews that are written in English, and so our
results cannot be generalised beyond this to other languages.

Turning to construct validity we must consider whether the
variables used in the study accurately measure the concepts
they should. We have used well established toolkits (WEKA
and KEEL) and we are confident that the results they re-
turned are correct, because we performed manual checks on
a random sample of our results at the start of our work.

6 CONCLUSION AND FUTURE WORK

In this paper, we applied Semi-Supervised Classification
(SSC) techniques to study their suitability with reviews from
the App Store and our finding shows that SSC technique is
benefiting the App Store analysis. Our results showed that
although there are differences between the SSC techniques
only a small amount of data is needed to achieve similar
results to classical supervised techniques and the models
learned can properly assign labels to the collected data and
can also classify unseen future reviews.

Future work will pursue several paths. From the data
mining point of view, we will further analyse other SSL
algorithms and semi-supervised clustering techniques, analyse
if the label ratio is dependant of the SSL technique, etc. From
the mobile application domain point of view, we will make
use of metadata not used in this study to better classify
reviews to provide useful information to the developers.
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