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Abstract

This paper researches on how Bayesian networks can be built from data produced from System Dynamics model simulations. Both of those techniques have already being used for decision making in software engineering processes in conjunction with domain experts. The simultaneous use of both techniques will help to overcome traditional decision making problems based strictly on project managers experience. To the extent of our knowledge, this is a new approach in software project management, since it involves the use of two orthogonal techniques.

1 Introduction

Undoubtedly effective decision making is a key point to software processes development. In recent years new decision support tools have been built, helping the managers to make more accurate predictions about the software processes [1] [2]. A high accuracy of the predictions is strongly related with a decrease in time and cost of the software processes and an increase of their quality. In this paper we combine both Bayesian Networks and System Dynamics to achieve a broader knowledge of the
software process development. In our approach Bayesian networks provide a means for capturing data coming from System Dynamic simulations and therefore it makes available new knowledge.

The organisation of the paper is as follows. Section 2 provides the framework of our research, providing a review of BNs, BN classifiers and System Dynamics models. Section 3 presents and analyses our approach for building BNs and BNs classifiers from System Dynamics models. Finally, Section 4 concludes the paper and future work is outlined.

2 Related Work

2.1 Bayesian networks

Bayesian networks [3] [4] are used for modelling domains that involve uncertainty. A Bayesian network is a direct acyclic graph (DAG) which describes the structure of the network having associated a conditional probability distribution (node probability table) for each node. Each node of the model represents a domain variable that can take discrete or continuous values and the arcs among nodes represent probabilistic cause-effect relationships. The relation between two nodes $X$ and $Y$ is based on Bayes rule:

$$ P(X|Y) = P(Y|X) P(X) / P(Y) $$

A Bayesian network represents a joint probability distribution over a set of random variables [5], in the sense that it can compute the conditional probabilities of some nodes given values assigned to the rest of the nodes of the network. Each node $X_i$ has a conditional probability distribution $P(X_i | Parents(X_i))$ that describes the influence coming from its parents. For variables without parents, it is just marginal distribution. This allows representing the joint probability in the following way:

$$ P(x_1, ..., x_n) = \prod_{i=1}^{n} P(x_i | Parents(X_i)) $$

As soon as the Bayesian network has been constructed, it can be used for performing probabilistic inference. At the beginning, the node probability tables have their own values. In case we have information-evidence for some nodes of the network, their probability tables are altered and inference is carried out over the whole network. Then the node probability tables of the remaining variables change reflecting the new information. In Figure 1, an example of a simple BN is illustrated. The BN has three nodes $A$, $B$ and $C$. Nodes $B$ and $C$ are conditional dependent on node $A$.

![Figure 1. A simple BN](image)

2.2 Learning Bayesian networks

Bayesian networks can be learnt from past project data. The learning procedure involves constructing the network topology and eliciting the node probability tables. Many algorithms and techniques [6] [7] have been developed that allow learning both
the structure and the node probability tables from data whether having missing values or not. The typical procedure for learning BNs from historical data is shown on Figure 2.

![Bayesian Network](image)

Figure 2. The typical steps needed for building BNs from data

### 2.3 Bayesian network classifiers

Recently, BNs have also being used for classification tasks. Their power was underestimated until Naive Bayes classifier outperformed many state-of-the-art classifiers [7]. Naïve Bayes classifier (Figure 3) is the simplest classifier. It is represented as a BN with the class node to be the parent of all the other nodes and no arcs among attributes nodes. It learns from data the conditional probability of each attribute $A_i$ given the class label $C$. Bayes theorem is applied for computing the probability of $C$ given the $A_1, ..., A_n$ and then predicting the class with the highest posterior probability. For calculating the probabilities, it uses the strong assumption that every attribute $A_i$ (leaves of the graph) is independent from the other attributes, given the value of the class variable $C$, i.e., root of the graph [8].

![Naive Bayes Structure](image)

Figure 3. A simple Naive Bayes Structure

Tree Augment Naive Bayes (TAN) augments the Naive Bayes structure following a tree structure. In order to increase the classification performance, there are augmented arcs between the attributes [8]. Conditionally dependencies exist among the attribute variables comparing to Naive Bayes where attribute variables are independent. The class variable $C$ has no parents and the attribute variables $A_i$ have as parents the class variable and at most one other attribute. In an augment structure, an arc from $A_i$ to $A_j$ implies that the influence of $A_i$ on the assessment of the class variable $C$ also depends on the value of $A_j$. For example (Figure 4) the influence of the attribute $A_4$ on the class $C$ depends on the value of $A_3$, comparing to a naïve Bayes structure where each attribute depends only on the class $C$. 
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BN Augmented Naïve Bayes classifier: It was presented and evaluated by Cheng and Greiner [7]. All the attributes variables $A_i$ of the BAN are directed connected with the classification variable $C$ but when the class variable is removed it is a full Bayesian Network. Figure 5 shows the structure of a simple BAN classifier.

2.4 System Dynamics

The main advantage of Bayesian networks against traditional approaches (e.g. algorithmic based models) used for estimations in the area of software engineering is that they can model causality and uncertainty. According to Fenton and Neil [9] the only relevant approach to BNs is the process simulation method developed by Abdel-Hamid [10] [11] based on System Dynamics methodology [12]. System Dynamics models causality but it does not incorporate uncertainty. System Dynamics models have already been used for modelling software processes development as they provide a framework for analyzing the interactions between project activities such as code development, testing, etc. and project goals such as meeting the predefined deadlines, budget, etc.

Having knowledge of the technical factors of the software processes and the management policies would apply coupled with simulations tools facilitate organizations to improve their processes. More detailed, there are available System Dynamics software packages like VenSim, iThink, Stella, Dynamo, etc. used for building or importing already available System Dynamic models. These software tools can be used by managers to run “what if” simulations for testing different management policies without additional cost.

3. Building BNs classifiers from System Dynamics models

System Dynamics models are causal models that encompass the crucial factors influence software engineering. Although they provide simulations that valuable information is obtained, they do not incorporate the crucial notion of uncertainty
facilitating better decision making for project managers. Our goal was to provide a probabilistic view to results obtained after executing the software engineering process simulations. More precisely, having knowledge of the values of some variables at time t that compose the System Dynamics model, the static BN predicts the values of the remaining variables of the model at the same time t of the simulation. Moreover, BN classifiers allow predict the class variable of the classifier given values assigned to the attributes. The final result is a decision support system that has the expert knowledge needed to take the appropriate courses of action.

In order to accomplish our goal we combine System Dynamics models and BNs. More detailed, we use a System Dynamics software package called VenSimPLE [13] for executing simulations of the public available System Dynamics model provided by [14] and we record their outcome. The dataset created from the simulations is imported to Bayesian network software package called BayesiaLab [15]. BayesiaLab is used for learning the Bayesian Network. It uses the imported dataset for creating the nodes and computing the node probability tables. Furthermore, it searches for the structure that fits the imported data best. If the structure provided by the tool does not model effectively the causal relations among the entities of the domain, the Bayesian expert (we play this role) decides about the network topology. The Bayesian expert decides which variables and causal arrows should be kept, add, or omit for best “translating” the System Dynamic models to BNs along with creating BNs having the best possible predictive performance. The typical steps for building BNs and BN classifiers from the public available System Dynamics models are:

1. Load the public available dynamic model that describes software engineering processes to VenSim software package.
2. Execute simulations of the system dynamic model using VenSim.
3. Generate the dataset: each one of the simulations produces a record with the values of the stocks, flows and auxiliary variables.
4. Pre-process data.
5. Import the dataset to BayesiaLab.
6. BayesiaLab crunches the data and learns parameters and structure of the BN classifier.
7. The Bayesian expert decides about the nodes and the relationships that will be finally used.
8. Generate and validate BNs classifiers.

3.1 The System Dynamics model

The System Dynamics model we use for executing simulations is shown in Figure 6. This dynamic model is designed to deal with errors that can be introduced during the development lifecycle of the software program. The errors can be either "programming" or "designing". The stocks of the model are: Tasks Remaining, Tasks Accomplished, and Undiscovered Rework. The flows of the model are: work flow and rework discovery rate. Finally, the auxiliary variables of the model are: initial project definition, project is done, work quality and time to detect errors.
This is a basic model that allows us to estimate the rate of work in the software house. By simulating this model, we can obtain many data for the "remaining tasks" and, therefore, we see different possible scenarios.

### 3.2 Building BN classifier from the System Dynamics model

We build a BN classifier (TAN) using the same dataset. Our goal is to correctly predict the value of a designated class variable given its attributes variables. To evaluate the classifiers, we split randomly the dataset produced from the simulations in two portions. The first larger portion is used only for training-learning the classifier. The second smaller portion has to be between 5% and 33% of the size of the larger portion and it is used for testing the predictive performance of the classifier.

The Dataset. In order to have the most accurate and robust predictions we split the dataset acquired after executing the simulations of the System Dynamics model in two portions. The first larger portion used for training the BN classifier and the second portion used for validating its performance.

**Data pre-processing.** The variables Rem, Acc, URep and RDR which have many values are treated as continuous variables. TAN classifier has the limitation that it can be applied only to discrete variables [16]. Therefore we have to discretised the continuous variables before using them for training the classifier. All continuous variables are discretised using the method of equal frequencies each of them having four intervals.

**Learning process.** BayesiaLab provides a set of algorithms for learning BN classifiers having different structure: Naive architecture, Augmented Naive architecture, Son and Spouses learning, Markov Blanket learning and Augmented Markov Blanket learning. Only the Naive Bayes classifier and the TAN classifier connect all the nodes of the network. Moreover, research in the area of Bayesian Networks classifiers has proved that TAN classifier outperforms Naive Bayes. Consequently, we choose to build a TAN classifier. We set the variable Rem as the class variable of the classifier that would predict its value. The remaining variables are the attribute variables of the classifier. BayesiaLab provides the following structure of the TAN classifier (Figure 7). The node probability tables are learnt by the BayesiaLab as well.
Validation. We use the embedded tools of BayesiaLab for estimating the accuracy of the classifier (Table 1). According to the evaluation tools, the classifier (Rem node) achieves 76.92% total precision. The total precision is the ratio between the amount of the correct predictions and the total number of cases. Moreover, the confusion matrices are also very useful tool for interpreting the obtained results. More specifically, the confusion matrix Accurances shows the total number of cases versus the correct predictions. The columns show the actual values and the rows show the predicted values. Consequently, the diagonal shows all the correct predictions. According to the confusion matrix Accurances the TAN classifier predicts 15 of the 21 actual values of the interval [0-112] correctly and six values are misclassified to the interval [112-352]. Similarly it predicts correctly 17 of the 19 actual values of the interval [112-352], 15 of the 21 actual values of the interval [352-600] and 13 of the 17 actual values of the interval [600-100].

<table>
<thead>
<tr>
<th>Value</th>
<th>( \leq 112 ) (21)</th>
<th>( \leq 352 ) (19)</th>
<th>( \leq 600 ) (21)</th>
<th>( &gt; 600 ) (17)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \leq 112 ) (16)</td>
<td>15</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \leq 352 ) (28)</td>
<td>6</td>
<td>17</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>( \leq 600 ) (20)</td>
<td>0</td>
<td>1</td>
<td>15</td>
<td>4</td>
</tr>
<tr>
<td>( &gt; 600 ) (14)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 1. The total precision of the BN classifier (Rem node) and the Occurrences confusion matrix against the training dataset.

The Reliability matrix shows the ratio between each prediction and the total number of the corresponding prediction (Table 2).

<table>
<thead>
<tr>
<th>Value</th>
<th>( \leq 112 ) (21)</th>
<th>( \leq 352 ) (19)</th>
<th>( \leq 600 ) (21)</th>
<th>( &gt; 600 ) (17)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \leq 112 ) (16)</td>
<td>93.75 %</td>
<td>6.25 %</td>
<td>0 %</td>
<td>0 %</td>
</tr>
<tr>
<td>( \leq 352 ) (28)</td>
<td>21.42 %</td>
<td>60.71 %</td>
<td>17.8 %</td>
<td>5 %</td>
</tr>
<tr>
<td>( \leq 600 ) (20)</td>
<td>0 %</td>
<td>5 %</td>
<td>75 %</td>
<td>20 %</td>
</tr>
<tr>
<td>( &gt; 600 ) (14)</td>
<td>0 %</td>
<td>0 %</td>
<td>7.14 %</td>
<td>92.85 %</td>
</tr>
</tbody>
</table>

Table 2. Reliability confusion matrix for the BN classifier (Rem node)

Furthermore, the Precision matrix shows the ratio between each prediction and the total number of the corresponding actual values. (Table 3).
Finally we implement the simple validation method for evaluating the efficiency of the TAN classifier. A different dataset is used for testing the classifier than this used for training it. The testing dataset fulfils the requirements of the simple validation method as it is 20% of the size of the training dataset and its records are randomly selected from the original dataset. The structure of the classifier and node probability tables were learnt based on the training dataset remain fixed. In order to evaluate the performance of the classifier, we use the classifier for predicting the values of the testing dataset. The total precision of the classifier against the training dataset is 72.22%. The Occurrences confusion matrix (Table 4) indicates that the classifier predicts correctly: 2 of the 4 actual values of the interval [0-112], 4 of the 5 actual values of the interval [112-352], 5 of the 6 actual values of the interval [352-600] and 2 of the 3 actual values of the interval [600-100]. Tables 5 and 6 also show the Reliability and Precision matrices.

<table>
<thead>
<tr>
<th>Value</th>
<th>≤ 112 (21)</th>
<th>≤ 352 (19)</th>
<th>≤ 600 (21)</th>
<th>&gt; 600 (17)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤ 112 (16)</td>
<td>71.42 %</td>
<td>5.26 %</td>
<td>0 %</td>
<td>0 %</td>
</tr>
<tr>
<td>≤ 352 (28)</td>
<td>28.57 %</td>
<td>%</td>
<td>23.8 %</td>
<td>0 %</td>
</tr>
<tr>
<td>≤ 600 (20)</td>
<td>0 %</td>
<td>5 %</td>
<td>71.42 %</td>
<td>23.52 %</td>
</tr>
<tr>
<td>&gt; 600 (14)</td>
<td>0 %</td>
<td>0 %</td>
<td>4.76 %</td>
<td>76.47 %</td>
</tr>
</tbody>
</table>

Table 3. Precision confusion matrix for the BN classifier (Rem node)

<table>
<thead>
<tr>
<th>Value</th>
<th>≤ 112 (4)</th>
<th>≤ 352 (5)</th>
<th>≤ 600 (6)</th>
<th>&gt; 600 (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤ 112 (2)</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>≤ 352 (7)</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>≤ 600 (7)</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>&gt; 600 (2)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4. Occurrences confusion matrix

<table>
<thead>
<tr>
<th>Value</th>
<th>≤ 112 (4)</th>
<th>≤ 352 (5)</th>
<th>≤ 600 (6)</th>
<th>&gt; 600 (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤ 112 (2)</td>
<td>100 %</td>
<td>0 %</td>
<td>0 %</td>
<td>0 %</td>
</tr>
<tr>
<td>≤ 352 (7)</td>
<td>28.57 %</td>
<td>57.14 %</td>
<td>14.28 %</td>
<td>0 %</td>
</tr>
<tr>
<td>≤ 600 (7)</td>
<td>0 %</td>
<td>14.28 %</td>
<td>71.42 %</td>
<td>14.28 %</td>
</tr>
<tr>
<td>&gt; 600 (2)</td>
<td>0 %</td>
<td>0 %</td>
<td>0 %</td>
<td>100 %</td>
</tr>
</tbody>
</table>

Table 5. Reliability confusion matrix

<table>
<thead>
<tr>
<th>Value</th>
<th>≤ 112 (4)</th>
<th>≤ 352 (5)</th>
<th>≤ 600 (6)</th>
<th>&gt; 600 (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤ 112 (2)</td>
<td>50 %</td>
<td>0 %</td>
<td>0 %</td>
<td>0 %</td>
</tr>
<tr>
<td>≤ 352 (7)</td>
<td>50 %</td>
<td>80 %</td>
<td>16.66 %</td>
<td>0 %</td>
</tr>
<tr>
<td>≤ 600 (7)</td>
<td>0 %</td>
<td>20 %</td>
<td>83.33 %</td>
<td>33.33 %</td>
</tr>
<tr>
<td>&gt; 600 (2)</td>
<td>0 %</td>
<td>0 %</td>
<td>0 %</td>
<td>66.66 %</td>
</tr>
</tbody>
</table>

Table 6. Precision confusion matrix

The performance of the TAN classifier having Rem variable as class variable is satisfactory. The classifier receives high precision rates against both the training and the testing dataset.

4. Conclusions and Future Work

In this paper, we have shown our approach for building Bayesian networks and Bayesian networks classifiers from System Dynamics models. Our technique provides a probabilistic view of the software process development lifecycle that it can be combined with System Dynamics models offering managers the overall view of the subject.

In our approach, we first generate a dataset using the public available System Dynamic model [13]. Then, we import the dataset to Bayesian network software package for
learning the structure and the node probability tables of the BN and BN classifier. On the one hand, the BN having structure which precisely represents the cause-effect relationships of the System Dynamic model does not provide accurate predictions. The Bayesian expert has to modify its structure for increasing its predictive performance. On the other hand, the BN classifier has satisfactory predictive performance.

Summarizing, combining System Dynamics with Bayesian Networks we have a way of eliciting the knowledge that is embedded within the mental model that the software manager has about the software process. System Dynamics provides an efficient way of building mental models based on some data. The simulations allow us to have more data at our disposal and, finally, the construction of a Bayesian Network presents new relationships among variables that reflect more “expert” knowledge.

Our future work includes further research into how dynamic Bayesian networks that are an extension of Bayesian networks can be applied to software engineering. Moreover, we plan to implement more sophisticated validation techniques like simple validation and cross validation in case having limited amount of data for our BNs, in order to be sure for their predictive performance.
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