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Abstract:

In this paper, a software project simulator based on System Dynamics is used to
analyze the different sources of evvor in the initial estimates of parametric models.
More precisely, the effect of using the two different COCOMQO models, different
calibration models, and a different selection of ratings for the effort multipliers in
estimates is shown. The bdel-Hamid’ system dynamics simulation model is used as
a technique to observe the potential evolution of each ervor source during the life-
cycle and its effects on the key variables of the project such as effort, productivity,
schedule, etc. The study determines which of the three sources introduces a higher
error in the initial estimations and also their effects in a project the end of the pro-
Jject. We observed how simulation helped to minimize the effect of these errors, cor-
roborating the need for multiple estimation methods.
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1 Introduction

Estimation based of expert judgement Parametric software cost estimation mod-
els are one of the principal effort estimation methods used in software project
management (Boehm, Abts and Chulani, 2000). Parametric estimation is based
on using historical project databases and expert knowledge to derive a Cost Es-
timation Relationship (CER) that relates the effort spent to one or several cost
drivers that are known to affect the development process. Within this type of
cost estimation models, three major aspects can be considered to determine the
quality of the results:
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(a) The CER expression to be used, not only regarding the mathematical
model selected, but also regarding the input variables selected. A con-
siderable amount of research on parametric estimation models has fo-
cused on this aspect such as [1-4]

(b) How models are calibrated. There are also many calibration studies re-
garding this aspect [5-7].

(¢) The methods used to select the values for the cost drivers for each spe-
cific project. This aspect has attracted less attention. Baik and Boehm
[8] described the decomposition of the COCOMO TOOL cost driver,
which was later applied as a technique to improve predictive accuracy.
Similarly, Cuadrado et al [9, 10] described the analytical decomposition
of the COCOMO DOCU variable. Other studies such as [11] show that
the correct assessment of the cost drivers inputs for each particular pro-
ject is acknowledged as a important milestone in parametric estimation.

In this paper, System Dynamics simulation techniques [12] based on the Abdel-
Hamid and Madnick model [13] are applied to different versions of the original
COCOMO [13] and COCOMO II postarchitecture models [4], in an attempt to
study the sensibility of each of the three above mentioned error sources. Results
point out that the relative importance of (c) as an error source is at least similar
to the remaining two. Evidence is provided not only for the estimations carried
out at the beginning of the project, but also through the different phases of pro-
ject development.

The rest of the paper is structured as follows. Section 2 gives an overview of
software project simulators and the structure of the model used. The research
method and the assumptions taken in this study are detailed in Section 3. Section
4 collects the results offered by using the parametric models and the final simula-
tion results. Finally, Section 5 draws the conclusions and further work.

2 Related work
2.1 Parametric Cost Estimation models and COCOMO

The original COCOMO (COnstructive COst MOdel) [13], also known as CO-
COMO 81, models predict total effort that would be necessary to generate a
source program of certain complexity. The prediction is represented by the equa-

tion: eff = ¢ Lb where eff is the effort in person-months, L is the code size in
KLOC, ¢ and b are constants, dependent on the complexity of the problem (or-
ganic, semi-detached or embedded). The intermediate and detailed COCOMO
models make plans (effort and schedule estimates) for each development phase
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of the standard software project using a set of so-called cost driver attributes
(with associated effort multipliers). The detailed COCOMO model differs from
the intermediate COCOMO model in that it uses different effort multipliers for
each phase of a project. The phase dependent effort multipliers yield better esti-
mates than the intermediate model.

In its latest version, COCOMO II [14] acknowledges that the numbers of lines
of code are unknown at early stages of the development process. As a result,
COCOMO II divides the estimation process info 3 stages: (i) Stage 1, Applica-
tion Composition, where size estimates are performed in object points; (ii) Stage
2, Early Design to explore alternative architectures and concepts. Size estimates
are done in function points; and (iii) Stage 3, Post-architecture when develop-
ment has begun estimation uses lines of code as in COCOMO 81.

2.2 System dynamics

System Dynamics [12] is a method for studying how complex systems change
over time where internal feedback loops within the structure of the system influ-
ence the entire system behaviour. The application of system dynamics to soft-
ware projects provides the perspective of considering them as complex socio-
technological dynamic systems, whose evolution will be determined by their
internal structure as well as the relations established inside the working team.
This allows the development of dynamic models to describe the feedback struc-
ture of the system being modelled as well as the mental process followed by pro-
ject managers in making decisions. It is to be noted that decision making has
been traditionally based on a manager’s experience. The building of a dynamic
model for a software project is based on the evolution of the project. Therefore,
the attainment of the project goals such as meeting the deadlines, a project phase
being within budget etc. depends on: (i) the initial estimations of the necessary
resources; (ii) the management policies to be applied; (iii) the characteristics of
project (number of tasks, time, cost, number of technicians, software complex-
ity, etc.); and (iv) the characteristics of the organisation (maturity level, average
delay, turnover on the project's work force, etc).

The use of simulation environments (such as Stella, Vensim, iThink, Powersim,
etc.) for software projects in the beginning of the 90s paved the way for tools
which could allow us to simulate the behaviour of the projects. With these soft-
ware project simulation tools, project managers could experiment different man-
agement policies without additional cost [3][6]. A software project simulator
allows us to analyse the following:
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1. A priori project analysis, to simulate the project before initiation.

2. Project monitoring, to simulate the project during its development phase
for adapting the project estimation to its actual evolution.

3. Post-mortem analysis through the simulation of a finished project, to
know how the results obtained could have been improved.

In summary, software projects simulators allow us to answer questions such as:
"what would happen if...?" before beginning; "what is happening...?" during the
execution and "what would have happened if...?" once the project is finished.

Abdel-Hamid and Madnick developed a model in order to study the effects of
management policies and actions on software development projects. Developed
to help understanding the software development process, it allows us to evaluate
the impact of management policies. Being the software development of complex
systems difficult to understand in its entirety, Abdel-Hamid’s model is parti-
tioned into four subsystems that are manageable and understandable (see Figure

1):

1. Human Resource Management Subsystem deals with hiring, training, as-
similation and transfer of the human resources.

2. Software Production Subsystem models the software development process
excluding requirements, operation and maintenance. This subsystem has
four sectors: Manpower Allocation, Software Development, Quality As-
surance and Rework, and System Testing.

3. Control Subsystern deals with the information that decision makers have
available. The model takes into account that it is difficult to know the
true-state of a process during development as usually such information is
inaccurate.

4, Planning Subsystem takes into account the initial project estimates. Such
estimates need to be revised through the software project life cycle.

Other authors have combined Systems Dynamics and COCOMO as a way to
calibrate or verify simulation models. Madachy [15] created a model to examine
the effects of inspection practices on cost, schedule and quality thought the lifecy-
cle and it was calibrated using COCOMO
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Figure 1: Abdel-Hamid’s Model
3 Method and assumptions

The study is divided in three parts, one for each of the sources of error described
in the introduction. For the three, a common methodological scheme was used.
First, a comparison of error estimations were computed, in an attempt to find
evidence about each particular source of error. After that, the simulation model
is used as a technique to observe the potential evolution of each error source.
Finally, the pre- and post-simulation assessments are examined to compare the
impact of each of the error sources.

Regarding the error source (a), which is the CER expression to be used, the im-
pact of the model is study by comparing the CERs used in the COCOMO 81
[13] (1981 calibration, and considering EMi=1 for all the effort multipliers) and
COCOMO 1I (post-architecture, 1997 calibration, also with EMi=1 for all the
effort multipliers) versions.

The study of error source (b), different calibrations for a single estimation
model, we used the COCOMO 1I and its calibrations corresponding to the years
1997 and 1998. In this case, the outputs of the different calibrations when two
effort multipliers (CPLX and DATA) take high values are analyzed.

For the study of the error source (c), selection of the values for the cost drivers
for each specific project, a comparative analysis of the differences in possible
rating values for a number of cost drivers was carried out. Concretely, the rating
values and effort multipliers used are provided in Table 1.
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Table 1: Selection cases used in the study of error source (c)

Case Selection 1 Selection 2 Model used

EM(CPLX)= 1,15 | EM (CPLX)=1,30 | COCOMOS1
(HIGH), (VERY HIGH),

1 EM(DATA) = 1,08 | EM(DATA)=1,16
(HIGH) (VERY HIGH)
EM(CPLX) = 1,15 | EM(CPLX) = 1,30
(HIGH), (VERY HIGH), | cocOMO IT Postarchitecture, 1997

2 EM(DATA) = 1,09 | EM(DATA)= 1,19 | . i ovion
(HIGH) (VERY HIGH)
EM(CPLX)= 1,17 | EM(CPLX) = 1,34 | COCOMO II Postarchitecture, 1998
(HIGH), (VERY HIGH), calibration.

3 EM(DATA)= 1,14 | EM(DATA)=1,28
(HIGH) (VERY HIGH)

4 Results and discusion

4.1

Tables 2 and 3 show the relative errors before and after simulation for case (a);
here the person in charge of estimation selects a different method altogether. In

Results for error source (a)

our case, we compare COCOMO 81 with COCOMO I1.97.

Table 2: Results for error source (2) before simulation

Relative error
i CER-1 CER-2 | CER1 - CER2 |
Magnitude (COCOMO 81) | (COCOMO IL97) CER2
Effort (person-
months) 2910.18 2661 9.4%
Team Size (Num-
ber of Persons) 10 75 33.3%
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Table 3: Results for error source (2) after simulation

Relative error
. CER-1 CER-2 | CER1 - CER2 |
Mgl e (COCOMO 81) | (COCOMO 1) CER2
Effort (person-
months) 2352.43 2120.85 11.8%
Team Size (Num-
ber of Persons) 5 4 25%

4.2 Results for error source (b)

Similarly, Tables 4 and 5 show the results and the relative error before and after
simulation for the case (b) where the person in charge of the estimation selected a
different calibration to the one that he/she was supposed to select. For example,
we could assume as the newest calibration as the good one; however, an oldest
calibration was selected.

Table 4: Results for error source (b) before simulation

Relative error
. CAL-1 CAL-2 | CAL1 - CAL2 |
Mg (COCOMO 1197) | (COCOMO 11.98) CAL2
Effort (person-
months) 333554 3549.22 6%
Team Size (Number
of Persons) 8.83 9.2] 4.12%

Table 5: Results for error source (b) after simulation

Relative error
. CAL-1 CAL-2 | CAL1 - CAL2 |
Ssciade (COCOMO IL97) | (COCOMO 11.98) CAL2
Effort (person-
months) 2271.53 2293.38 1.00%
Team Size (Number
of Persons) 4.41 4.60 4.13%
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4.3 Results for error source (c)

In order to study the error source (c), we have studied what happens when two of
the effort multipliers (CPLX and DATA) are selected as High instead of Very
High (or vice versa). Tables 6 and 7 show the results and relative errors of the dif-
ferences in selecting High or Very High as rating values for the cost drivers Com-
plexity and Data (cf. Table 1).

Table 6: Results for error source (c) before simulation

Relative error
Case | Magnitude Sel. 1 Sel. 2 | SEL1 - SEL2 |
SEL2
1 Eftort (per-
sonmonths) 3614.44 | 4388.54 17.63%
2 Effort (per-
sonmonths) 3335.54 4116.54 19%
3 Effort (per-
sonmonths) 3549.22 | 4564.12 22.23%

Table 6 shows us that the major source of error comes from a wrong selection of
the cost driver. As in the previous case, the error is minimized with the simulation,
i.e., with the development of the system. However, the errors are still larger than
in the other 2 cases, even though has attracted less attention in the literature.

Table 7: Results for error source (c) after simulation

376

Relative error
C Magnitud Sel. 1 Sel. 2 | SEL1-SEL2 |
ase agnitude e e et
1 Effort (per-
sonmonths) 2493.15 | 2605.23 4.30%
2 Effort (per-
sonmonths) 2271.53 | 234771 3.24%
3 Effort (per-
sonmonths) 2293.38 | 2389.84 4%
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In the first scenario, when COCOMO 81 effort estimations are compared with
COCOMO IL1.97 postarchitecture, an error of 9.4% is obtained. In the next sce-
nario, estimations provided by COCOMO 11.97 post-architecture and COCOMO
11.98 post-architecture are compared and a relative error of 6% in the estimations
is obtained. In the third scenario, the results of the three models (COCOMO 81,
COCOMO 11.97 and COCOMO I1.98) when estimating a project with the effort
multipliers DATA and CPLX taking values High and Very High offer relative
errors of 17.63%, 19% and 22.23%, respectively. The first conclusion that can
be obtained is that the error introduced by choosing different ratings for the ef-
fort multipliers is higher than the error introduced in the estimations when a dif-
ferent model (COCOMO 81 or COCOMO II) or a different calibration (CO-
COMO I1.97 or COCOMO I1.98) is chosen. However, when the project simula-
tor is fed with these same initial estimations, the final values obtained for the
effort spent in the project have a lesser relative error than the estimates obtained
with the parametric model. Hence, it can be concluded that simulation helps to
minimize or reduce the effect of different sources of errors from the parametric
models especially when there is some uncertainty in the rating of the cost driv-
ers.

5 Threads to validity

Construct validity is the degree to which the variables used in the study accu-
rately measure the concepts they purport to measure. Here, we can highlight the
point that is difficult to avoid an “unfair” comparison between SD models and
COCOMO, because SD models offer features that per definition are not avail-
able for COCOMO. Simulation models have many more input variables than
simple estimation methods such as COCOMO, it requires more information
from the analyst, but also is likely to provide results which are more certain. An
interesting result when using only a COCOMO as parametric model is that the
error introduced by choosing different ratings for the effort multipliers is higher
than the error introduced in the estimations when a different model or a different
calibration is chosen. It is to note that

Internal validity is the degree to which conclusions can be drawn about the
causal effect of the independent variable on the dependent variables. A potential
threat include instrumentation effect, i.e. here, we can highlight the point of how
accurate is Abdel-Hamid’s model.

External validity is the degree to which the results of the research can be gener-
alised to the population under study and other research settings. A possible
threat is that the results are highly dependent on the type of parametric model
and of simulation model being used. The fact that simulation models are better
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under uncertainty than parametric models can be supported by the type of ex-
periments conducted. Different models have different sensitivities to their input
values and this is driven in part by the variability of the data that was used to
calibrate them.

6 Conclusions and future work

In this paper, an approach is shown that combines system dynamics and two
versions of COCOMO to analyze the different sources of error that can occur
when using a parametric estimation method. Those sources of error can be in the
model used, in the calibration of the model or in the selection of the effort mul-
tipliers. To analyse these sources of error, we first generated estimations using
COCOMO and evaluate how different errors or assumptions are propagated us-
ing the Abdel-Hamid’s model as a way of simulating the temporal behaviour of
the project. We observed how simulation helps to minimize the effect of these
errors, corroborating the need for multiple estimation methods.

Future work includes to analyze the evolution of the different key variables of
the software project and to determine the effect of these three sources of error
during the lifecycle of the project. We will need to cover a wide variety of mod-
els and do very exhaustive sensitivity analysis to be able to reach a more solid
and genearlizable conclusion.
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