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Descriptive Models

Typically, ML algorithms have been divided into:
Predictive (Classification, Regression, temporal series)

Descriptive (Clustering, Association, summarisation)

Recently, supervised descriptive rule discovery is being introduced in the
literature.

The aim is to understand the underlying phenomena, not to classify new instances, i.e:,
to find information about a specific value in the class attribute.

The information should be useful to the domain expert and easily interpretable.
Types of supervised descriptive techniques include:

Contrast Set Mining (CSM)

Emerging Pattern Mining (EPM)

Subgroup discovery (SD)



SD — Definition

SD algorithms aims to find subgroups of data that are statistically different
given a property of interest. [KI6sgen, 96; Wrobel, 97]

SD lies between predictive (finding rules given historical data and a property of
interest) and descriptive tasks (discovering interesting patterns in data).

SD algorithms generally extract rules subsets of the data of previously specified the
concept, for example defective modules from a software metrics repository.

Rules have also the "Condition -» Class"where the condition is the conjunction of a
set of selected variables (pairs attribute—value) among all variables.

Advantages of rules include that are well known representation easily
understandable by the domain experts

So far, SD has majoritarily been applied to the medical domain.



SD vs. Classification
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SD vs. Classification

Following [Herrera et al, 2011]



SD Algorithms

SD algorithms could be classified as:
« Exhaustive (e.g.: SD-map, Apriori-SD)
* Heuristic (e.g.: SD, CN2-5SD)
* Fuzzy genetic algorithms (SDIGA, MESDIF, EDER-SD)

Or from their origin, evolved from different communities:
* Extension of classification algorithms (SD, CN2-SD, etc.) '
* Extension of association algorithms (Apriori-SD, SD4TS, SD- Map, et

Comprehensive survey by [Herrera et al. 2011]



Quality Measures in SD

Measures of Complexity

* Number of rules: It measures the number of induced rules.

* Number of conditions: It measures the number of conditions in the antecedent ofthe '
rule. IR

Measures of Generality
n(Cond)
N
where N is the number of samples and n(Cond) is the no. of i
satisfy the antecedent of the rule.

n(Cond-Class)
N

where n(Cond - Class) is the no. of instances that satisfy both the
and the class

* Coverage: Cov(R) =

* Support: Sup(R) =



Quality Measures in SD

Measures of precision

n(Cond-Class)

* Confidence: Conf(R) = n(Cond)

* Precision Q,: Q. = n(Class - Cond) — ¢ n(—Class - Cond

n(Class-Cond)
n(=Class-Cond)+g

* Precision Q;: Q4 =

Measures of interest

n(Cond -
n(Classy)

n
* Significance:  Sig(R) = 2 Z n(cond - Classy) - log
k=1



Other Measures

Sensitivity:

False alarm:

Specificity:

Unusualness:
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Experimental Work — Datasets

NASA Datasets
¢ Originally available from:
* http://mdp.ivv.nasa.gov/
* From PROMISE, using the ARFF format (Weka — data mining t
* http://promisedata.org/
* Boetticher, T. Menzies, T. Ostrand, Promise Repository of
Engineering Data, 2007.
Bug prediction dataset
* http://bug.inf.usi.ch/

- D'Ambros, M., Lanza, M., Robbes, Romain, Empirical Software
(EMSE), In press, 2011



Datasets Characteristics

Some of these datasets are highly unbalanced, with duplicates and
contradictory instances, and irrelevant attributes for defect prediction.

#inst Non-def Def % Def Lang




Metrics Used from the Datasets

For the NASA datasets: Metric Definition

For the OO datasets: Definition




Algorithms

The algorithms used:

The Subgroup Discovery algorithm (SD) [Gamberger, 02] is a covering rule induction
algorithm that using beam search aims to find rules that maximise:

__ TP
A9 = FP+g

where TP and FP are the number of true and false positives respectively and g is a
generalisation parameter that allow us to control the specificity of a rule, i.e., balance
between the complexity of a rule and its accuracy.

The CN2-SD [Lavrac, o4] algorithm is an adaptation of the CN2 classification rule algorithm
[Clark, 89]. It induces subgroups in the form of rules using as a quality measure the relation
between true positives and false positives. The original algorithm consists of a search
procedure using beam search within a control procedure and the control procedure that
iteratively performs the search.

The CN2-SD algorithm uses Weighted Relative Accuracy (explained next) as a covering
measure of the quality of the induced rules.

Tool:
Orange: http://orange.biolab.si/



Examples Rules — KC2 Dataset

# pd ? TP FP Rules




Example Rules — JDT Core Dataset




Cov Sup Size Cplx Sig RAcc Acc AUC




Visualisation of SD

ROC and Rule visualisation for KC2 (SD & CN2-SD)
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Conclusions

Rules obtained using SD are intuitive but needed to be analysed by an expert."

The metrics used for classifiers cannot be directly applied in SD and need to be
adapted.

Current and future work

* Furthervalidationand applicationin other software engineering domains
management.

* SDis a search problem!
+ Development of new algorithms and metrics
* EDER-SD (Evolutionary Decision Rules SD) in Weka
* Unbalanced data (ROC, AUC metrics?), etc.

* Feature Selection (as a pre-processing step, part of the algorithm?, which metri
influence defects)

* Discretisation
+ Different search strategies and fitness functions (and multi-objective!)

- Use of global optimisation (set of metrics) vs. local metrics (individual metrit
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