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Abstract

Parametric software effort estimation models consistingon a single mathematicalrelationshipsuffer from poor adjustmentand
predictive characteristicsin casesin whichthe historical database considered contains data comingfrom pro{ects of a heterogeneous
nature. The segmentation of the inputdomainaccordingto clustersobtained from the database of historical projects serves as a tool
for more realistic models that use severallocal estimationrelationships.Nonetheless,it may be hypothesized that using clustering
algorithmswithout previous considerationof the influence of well-known project attributes missesthe opportunityto obtain more
realistic segments.In this paper, we describethe results of an empiricalstudyusingthe ISBSG-8 database and the EM clustering
al orithmélat studiesthe influence of the consideration of two process-related attributesas drivers of the clustering process: the use
of engineering methodologies and the use of CASE tools. The results provideevidence that such considerationconditions signifi-

cantly the final model obtained, even though the resultingpredictive quality is of a similar magnitude.
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1. Introduction

The Parametric Estimating Handbook (PEH) (PEI,
1999) defines parametric estimation as ““a technique
employing one or more cost estimating relationships
(CERs) and associated mathematical relationshipsand
logic”’. These techniquesare nowadayswidelyused to
measure and/or estimate the cost associated with soft-
ware development (Boehm et al.,, 2000a). CERs are
mathematical devices that obtain numerical estimates
from main cost drivers that are knownto affectthe effort
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or time spent in development. Accordingto the PEH,
these driversare the controllable systemdesignor plan-
ning characteristics that have a predominanteffect on
systemcost. Parametricsuses the few important param-
eters that have the most significantcost impact on the
software being estimated. Nonetheless, even though
the final CERs should use only the most significant
parameters, it is often also useful to consider other
parameters as a foundation for the logics of deriving
the mathematical relationships from empirical data.
The notion of ““cost realism” as describedin the PEH
clearly points out to this dimensionof reasonable and
justifiedusage of data.

Oneimportantaspectof the processof deriving mod-
els from databasesis that of the heterogeneity of data.
Heteroscedasticity (non-uniform variance)is known to
be a problemaffecting data sets that combinedata from
heterogeneoussources (Stensrud et al., 2002). When
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